
8.1  INTRODUCTION

A crucial issue in understanding and managing
atmospheric PM is the ability to link emissions

of primary PM and precursors of secondary PM
quantitatively to ambient PM concentrations and
other physiologically and optically important
properties.  Chemical-transport models (CTMs) for
PM are an important quantitative tool with which to
address this relationship.  CTMs consist of
mathematical representations of the relevant physical
and chemical atmospheric processes, which are
solved using numerical algorithms to obtain pollutant
concentrations as a function of space and time for a
given set of pollutant emissions and meteorological
conditions (e.g., Peters et al., 1995; Seinfeld and
Pandis, 1998; Jacobson, 1999; NARSTO Synthesis
Team, 2000; Russell and Dennis, 2000).  CTMs thus
include mathematical descriptions of all aspects of
the atmospheric environment shown in Figure 1.1 :
atmospheric processes (Chapter 3), emissions
(Chapter 4), and meteorology (Section 8.2.2), and
are  included as one of the analysis tools listed in the
“Atmospheric Science Analyses” box in Figure 1.1.

CTMs for atmospheric pollutants often are referred
to by other names, including air-quality models, air-
quality simulation models, air-pollution models,
emission-based models, source-based models,
source-oriented models, source models, first-
principles models, and comprehensive models.  All
of these names suggest at least one of the defining
characteristics of this category of model: that is, they
are prognostic models that, given the emission rates
of selected pollutants and their precursors and
prevailing meteorological conditions, predict the
atmospheric concentrations of those pollutants based

on a combination of fundamental and empirical
representations of the relevant physicochemical
atmospheric processes.  Although most current CTMs
tend to treat the same major physicochemical
processes, there are significant differences among
CTMs in their characterization of PM chemical
composition and size distribution.  Air-quality models
that neglect atmospheric chemistry are often termed
dispersion models, and such models are limited to
the treatment of chemically inert species.  An air-
quality modeling system is the set of emission,
meteorological, and air-quality models needed to
simulate air quality.

In addition to PM, CTMs have been developed for
other pollutants, including photochemical oxidants
and chemical deposition (wet and dry).  As a general
rule, all of the atmospheric processes relevant to
photochemical oxidants and chemical deposition are
also relevant to PM, but some processes relevant to
PM (for example, size-dependent droplet chemistry)
are usually neglected in CTMs for photochemical
oxidants or chemical deposition.  Consequently, PM
CTMs are normally more complex than CTMs
developed for other air pollutants, and they are often
able to predict these other pollutants as well as PM.
For this reason, they may also be referred to as “one-
atmosphere,” “multi-pollutant,” or “unified” air-
quality models.

Two other categories of PM models are commonly
applied: these are the receptor-based models and
observation-based models described collectively in
Chapter 7.  Such models are independent of and
complementary to PM CTMs because they use
different methodologies and input data sets.  Section
7.5 provides a guide to how these three different
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categories of PM models can be used corroboratively.
PM receptor-based models are diagnostic models that
use statistical techniques, ambient PM measurements,
and, often, PM-emission composition (but not
transformation rate) by source category to determine
empirical relationships between PM concentrations
at measurement sites and contributing source
categories.  Examples of some source categories
include diesel- and gasoline-powered vehicles,
industries such as power generation and petroleum
refining, residential wood burning, and natural
sources such as wind-blown dust and wildfires.  PM
receptor-based models have the advantage of not
needing emission inventories1, but their application
to secondary PM has been limited.  Also, they cannot
provide source-apportionment information on a
geographically resolved basis (unless coupled with
meteorological analyses or dispersion models) or
predict the complex relationships between ambient
secondary PM concentrations and emissions,
including the impact of changes in PM precursor
emissions on PM concentration levels.  PM
observation-based models, like receptor-based
models, are diagnostic models that primarily use
ambient PM data as opposed to emission inventories
to infer the possible responses of ambient measured
PM to changes in its precursor compounds and/or
the sources of these compounds.  Unlike receptor-
based models, observation-based models are non-
statistical; instead, they use selected physicochemical
theory incorporated in conceptual models or
numerical modules to process and analyze the
ambient PM data (e.g., West et al., 1999; Blanchard
et al., 2001).  Although they have been used
successfully to address similar policy questions
related to tropospheric ozone (e.g., Cardelino and
Chameides, 2000; NARSTO Synthesis Team, 2000),
such models are just beginning to be applied to the
PM problem because speciated PM data are just now
becoming available.

Two other types of “models” are also discussed
elsewhere in this Assessment: thermodynamic
models and conceptual models.  Thermodynamic
models of PM (or aerosol equilibrium models; cf.
Section 7.2.7) correspond to the gas-particle
partitioning module of a PM CTM; they can be used
with atmospheric ambient data on speciated PM and

related condensable gases to investigate the
distribution of condensable chemical species between
the gas phase and the condensed phase as discussed
in Chapter 3.  PM conceptual models are the
qualitative “paper” or “mental” models of current
understanding that are discussed in Chapters 1 and
10.

There are two subcategories of CTMs based on the
reference frame employed: Eulerian (or grid-based)
models and Lagrangian (or trajectory) models.
Eulerian models use a reference frame that is fixed
in space.  Their simplest form is the 1-dimensional
box model.  However, most Eulerian CTMs are three-
dimensional (3-D) grid-based models (see Figure
8.1a).  Chemical and physical transformations are
treated in situ within each grid cell, and transport
and diffusion processes move chemical species
between grid cells.  Lagrangian trajectory models,
on the other hand, use a reference frame that follows
the movements of individual air parcels from sources
to receptors (see Figure 8.1b).  Transformations take
place within the parcels and the transport processes
that are not resolved by the mean advective transport
(e.g., vertical turbulent diffusion) may move chemical
species between parcels or increase the size of
parcels.  Lagrangian models are usually simpler in
their formulation and less demanding in their
computational requirements than Eulerian models.
However, they are also limited by their simplicity in
that they generally do not treat several atmospheric
physical processes realistically, including differential
advection due to vertical wind shear, vertical
transport, and horizontal diffusion (some Lagrangian
models can treat such processes but the computational
costs increase accordingly).  Since the CTMs that
will be used for policy and regulatory purposes are
likely to be 3-D Eulerian grid models due to the need
for realistic representations of all relevant processes,
the focus of this chapter is Eulerian CTMs.  However,
Lagrangian CTMs may still be useful for screening
assessments, where their lower computational
requirements are an asset, and for studies where
realistic treatments of chemical and aerosol processes
are required but simpler representations of transport
and diffusion processes are acceptable (e.g.,
Barthelmie and Pryor, 1996;  Kleeman and Cass,
1999).

_________

1 Although PM source speciation profiles are usually required.
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Even 3-D Eulerian CTMs can never be exact
representations of the atmosphere.  This is both
because a perfect understanding of atmospheric
processes and conditions is an unreachable goal and
because simplifying assumptions must be made to
maintain the required inputs and simulation times of
CTMs to manageable levels so that they can be used
effectively in a policy context (e.g., to investigate
the potential effects of various emission scenarios

on PM ambient concentrations).  Nevertheless, using
reasonable assumptions and, to the extent possible,
reliable data for their inputs and formulation, CTMs
should provide approximations of reality that are
sufficiently accurate so as to be useful for policy
applications.  For cases where the accuracy of a CTM
is not satisfactory (e.g., inability to reproduce
observed ambient concentrations of some PM
components) or uncertainties are high, other

Figure 8.1a.  Schematic of 3-D Eulerian framework for a chemical transport model.
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Box 8.1.  Characteristics of a typical 3-D PM CTM

Modeling framework The model takes as inputs emissions of gases and particles, meteorological fields, initial
concentrations of gases and particles, and concentrations of gases and particles at the
boundaries of the modeling domain.  It calculates the concentrations of gases and particles
as a function of space and time, as well as their deposition fluxes to the earth’s surface.
CTMs are sometimes coupled with meteorological models so that some feedbacks from
air quality to meteorology (e.g., effect of PM on the radiative budget) can be taken into
account.

Spatial scales Applications range from the urban scale (about 100 km range with a spatial resolution of
a few km) to the regional/continental scale (a range of one to a few thousands km with a
spatial resolution of a few tens of km) and the global scale (with a spatial resolution of a
few hundreds of km).  These various scales can be imbedded (nested modeling domains)
to provide the desired spatial resolution where needed most.

Temporal scales Most air-quality simulations have historically focused on air-pollution episodes of a few
days, although longer simulation times (e.g., one year) have now become more common.
The temporal resolution of CTM inputs and outputs is typically one hour (time steps used
for the computations are usually considerably less, on the order of a few minutes).

Emissions Natural and anthropogenic emissions enter the model domain from either ground-level
area sources and elevated point sources for both gases and particles.  Some sources are
affected by meteorology.

Transport and diffusion Transport and diffusion processes include horizontal and vertical advection by the resolved
wind flow, vertical convection by winds not resolved by the model’s spatial resolution
(e.g., strong updrafts from cumulus clouds), and turbulent diffusion.

Gas-phase Gas-phase transformations include the chemistry of the formation of ozone and other
oxidants and the oxidation of SO2, NOx and some VOC to condensable SO

4
=, NO

3
-, and

organic species, respectively.  In such gas-phase chemical kinetic mechanisms, the
inorganic chemistry is represented in detail but the organic chemistry is simplified by
grouping VOC species according to their chemical characteristics (this is necessary
because of the huge number of VOC species).  The chemistry of ozone formation is
coupled to that of PM formation in an intricate, and sometimes non-intuitive, manner.

Cloud dynamics Clouds (and, to a lesser extent, fogs) must be represented because they modulate
photolysis rates, lead to secondary PM formation via cloud chemistry, remove PM and
precursor species from the atmosphere (or redistribute vertically) via precipitation (and
evaporation), and transport PM vertically via updrafts and downdrafts.  The chemistry of
sulfur and nitrogen deposition is, therefore, closely coupled to that of PM formation.

Aerosol processes Primary PM is considered mostly chemically inert and is only affected by emission, transport
and diffusion, and deposition processes; however, alkaline dust and sea salt can react
with H

2
SO

4
 and HNO

3
.  The processes leading to the formation of particulate SO

4
=,

NO
3

- and NH
4

+ are known; they are governed by thermodynamic equilibrium between
the particles and the gas phase and, for large particles (greater than 1 µm), mass transfer
from the bulk gas phase to the particles’ surfaces.  There is currently considerable
uncertainty regarding the formation of SOA and several approaches are being developed
and evaluated.  Currently, at least two particle size fractions (fine and coarse) are treated
in most CTM applications.  More detailed representations of the particle-size distribution
can be implemented using either modal or sectional representations; however, they are
not supported by current emission inventories.  Nucleation, condensation, and coagulation
all modify particle-size distributions.  Aerosols are usually assumed to be internally mixed.
Aerosol optical properties can be used to estimate visibility.

Deposition Deposition of gases and particles via dry processes (to the ground, vegetation, and man-
made structures, and including wetted surfaces) and wet processes (precipitation, cloud
impaction, and fog settling) removes chemical species from the atmosphere.  Sedimentation
redistributes coarse particles in the vertical direction.
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analytical techniques (see Chapter 7 for a discussion
of receptor-modeling techniques) can be used to
corroborate and/or complement the CTM results.
Additional experimental research also can be
conducted in both the laboratory and the field to
provide the data that will allow the scientific
community to improve the accuracy of the CTMs
for their future applications.

What is the current status of these models for helping
us to estimate the particle concentrations associated
with any given set of PM primary and precursor
emissions and meteorological conditions?  The rest
of this chapter first reviews the current status of CTM
process representations and the application of CTMs
to both episodic (lasting from a few days to a few
weeks) and long-term (from seasons to year)
simulations.  Next, the discussion considers the
suitability of CTMs for addressing policy-relevant
questions, followed by the performance evaluation
of current CTMs and the use of CTMs to support the
design and evaluation of ambient monitoring
networks and the estimation of PM exposure in
support of epidemiological and human health studies.
The chapter reviews policy-relevant results and
guidance obtained to date from CTMs, then lists
major uncertainties in current CTMs and
recommendations on how to address those
uncertainties. The chapter concludes with a summary
of policy implications related to the use of CTMs for
PM management.

8.2  CURRENT STATUS OF PM
CHEMICAL-TRANSPORT
MODELS

Recent reviews of CTMs for PM identified about
a dozen 3-D grid models that have been applied

to various regions or urban airsheds of North America
(e.g., Seigneur et al., 1999).  The status of these CTMs
is rapidly evolving, as some existing CTMs are
undergoing modification to include the latest state-
of-the-science and new CTMs for simulating PM are
being developed.  Therefore, a compendium of
existing CTMs is not presented here,  since it would
likely be quickly outdated.  Instead,  an overview of
the general formulation of the atmospheric processes
that need to be simulated in any CTM to estimate

particle concentrations (see Figure 8.2) is presented;
the discussion also covers the limitations associated
with those formulations and identifies where new
advances are currently taking place.  Additional
information is available in several recent review
articles (see Peters et al., 1995; Seigneur et al., 1999;
Russell and Dennis, 2000).

8.2.1  Emissions

All CTMs require quantitative information on the
emissions of PM and its gaseous precursors.
Emission data are required for primary PM with
chemical composition and size resolution, and for
NO

x
, SO

2
, VOC, CO, and NH

3
.

As described in Chapter 4, emission inventories are
typically developed for various source categories by
combining emission factors with activity data.
Emission factors represent the amount of pollutant
emitted by a unit amount of activity, where the
activity refers, for example, to the amount of
electricity produced or fuel consumed by a power

Figure 8.2.  Schematic description of the components
of a PM modeling system.
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plant or the kilometers traveled by different classes
of motor vehicles.    Some types of emissions depend
on meteorology (e.g., wind-blown dust emissions,
evaporative losses of VOC, biogenic emissions of
VOC from vegetation, sea-salt emissions from ocean
surfaces, application of road salt) and on land use
(e.g., biogenic emissions, NH

3 
emissions from cattle

and from fertilizer application).

The accuracy of such emission inventories varies
widely among source categories and geographic
areas.  For example, large point sources that are
subject to continuous emission monitoring will
typically have well characterized emissions whereas
some source categories that are widely distributed
with high emission variability (e.g., motor vehicles)
will have large uncertainties associated with their
emissions.  Source categories with episodic emissions
such as wildfires, prescribed burns, and wind-blown
dust are often poorly characterized, with implications
for modeling periods where such emissions are
important (e.g., Figures 6.4 through 6.7).  Different
political jurisdictions have varying resources
available for emission-inventory preparation, and this
factor can result in increased uncertainties.
Additionally, emission inventories of some species
(e.g., NH

3
, VOC, and PM constituents) are more

uncertain than inventories of other species (e.g., NO
x

and SO
2
) as illustrated in Table 4.8.

Emission-processing models (Section 4.4.1) are used
to calculate the components of the emission
inventories that depend on meteorology and land use.
Emission-processing models are also used to
distribute the raw emissions from the inventories
spatially, temporally, and by chemical species for
input to CTMs.  For example, CTMs require 1) total
VOC emissions to be separated into a more detailed
set of individual VOC species and VOC classes and
2) primary PM emissions to be separated into its main
chemical constituents (BC, OC, crustal material,
SO

4
=, and possibly sea salt).  Once a baseline emission

inventory has been developed, the emission-
processing models, when combined with predictions
from socio-economic models, can be used effectively
to develop a variety of quantitative future emission
scenarios that can be tested as emission-management
options.

But emission-processing models have limitations of
their own.  For example, they depend on the use of
libraries of temporal profiles, speciation profiles for
SO

x
, NO

x
, VOC, and PM, size-distribution profiles

for PM, and spatial allocation surrogates, and there
are far fewer such profiles and surrogates available
than there are source types.  This is a particular
concern for the speciation and size-characterization
of primary PM emissions.  There is also confusion at
present over whether condensable VOC emissions
will be accounted for as primary particle OC
emissions or as VOC emissions, especially if VOC-
and PM-speciation profiles were developed
separately for the same source type.  In addition, the
differentiation between primary BC and OC mass
components made by both the emission community
(Chapter 4) and the measurement community
(Chapter 5) is an operational one.  Thus, the quantity
called “black carbon” in CTMs for PM will depend
entirely on the operational definition employed in
source testing and characterization by the emissions
community, and may or may not correspond exactly
to the BC definition implicit in ambient speciated
PM measurements.

In some cases, CTMs can flag potential errors in
emission inventories if significant discrepancies
between simulated and observed PM concentrations
are more likely to be due to inputs than to model
formulation.  One example is the analysis of CTM
output over the northeastern United States, which
suggested that the NH

3 
emission inventory was likely

in error.  Introducing seasonal variability in the NH
3

emission inventory improved the CTM’s
performance.  Such analyses, however, must be
conducted with care because uncertainties in the
model formulation may affect the analyses, and
emission inventories ultimately should be revised
from the bottom up.

8.2.2  Meteorology

All CTMs require meteorological information (e.g.,
winds, turbulence, temperature, relative humidity,
clouds, and precipitation) to simulate the transport
and removal of gases and particles in the atmosphere.
Meteorological fields can be constructed by
interpolation of available meteorological data
(diagnostic approach) or by simulation of the
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meteorology using a computer model that solves the
fundamental equations of atmospheric fluid dynamics
(prognostic approach).  The prognostic approach
offers the advantage of providing a self-consistent
description of the meteorology, because it is based
on fundamental principles of atmospheric physics.
Furthermore, it can be improved by “nudging” the
simulation to the available meteorological data via
data assimilation, thereby combining the advantage
of the diagnostic approach (the use of real-world
measurements) with the comprehensiveness and
internal consistency of the prognostic approach.  The
prognostic models used to generate the meteorology
for CTMs may be the same as those used for weather
prediction, as is the approach adopted, for example,
by Environment Canada.

In some cases, due to differences in grid
specifications used by the prognostic meteorological
model vs. the CTM, it is necessary to perform an
intermediate interpolation step to transform the
meteorological fields predicted by the meteorological
model to equivalent fields on the CTM grid.  In other
cases, it may be necessary to diagnose a
meteorological field that is needed by the CTM but
not predicted by the meteorological model from
related fields.  Such “interfacing” steps may be
necessary but are undesirable in general because they
introduce errors and inconsistencies into the modeling
system (e.g., Byun, 1999; Seaman, 2000).  A few air-
quality modeling systems avoid this issue by
simulating the air-quality processes together with the
meteorological processes in the same model (e.g.,
Jacobson, 1998).  Such “on-line” or “in-line” models2

have the additional advantage of allowing feedback
between the air quality and meteorology (e.g., effect
of PM on the radiative budget).  However, they are
both more complex and more demanding
computationally when applied to simulate emission-
management strategies because the meteorology must
be computed repeatedly for each CTM simulation.

The accuracy of the meteorological predictions has
a direct effect on the accuracy of CTM predictions
because meteorology affects certain emission
processes, the transport and dispersion of pollutants,
the rate of chemical transformations and particle

formation, and the removal of pollutants from the
atmosphere (e.g., Pielke and Uliasz, 1998; Russell
and Dennis, 2000).  Meteorological models tend to
be less accurate at smaller spatial scales, in complex
terrain, for near-surface stable stratification (e.g.,
nocturnal jets, turbulent bursts), for calm conditions
(i.e., conditions that may be conducive to PM
pollution), and in predicting clouds and precipitation.

For example, at smaller spatial scales, the
meteorological observing network whose
measurements are used to specify either diagnostic
meteorological fields or initial conditions for the
meteorological model may not have sufficient spatial
resolution to detect small-scale weather features.
Another issue is that the closure assumptions used in
some parameterizations of atmospheric physical
processes are scale-dependent.  If the grid spacing
of a meteorological model is then reduced in order
to consider smaller spatial scales, these closure
assumptions may be violated if a different
parameterization designed for smaller spatial scales
is not used.  Most parameterizations of deep
convection, for example, are not valid for horizontal
grid spacings smaller than 10 km because they
assume that thunderstorm updrafts cover only a
negligibly small fraction of a grid cell (e.g., Seaman,
2000).  In complex terrain, on the other hand,
topographic and land-surface features that are smaller
in size than the grid spacing will not be represented
in the model but can influence meteorological
conditions locally.  Episodic meteorological models
are also likely to be less accurate for longer
simulations because of the simple representations
they usually employ for some processes such as
atmospheric radiation and the hydrological cycle
(e.g., soil moisture, snowpack).  This may be a
concern if not addressed by re-initialization or data
assimilation when longer-term meteorological and
air-quality simulations are needed related to seasonal
or annual air-quality standards.

Clearly, the availability of meteorological data for
assimilation by the model can greatly enhance model
performance.  Meteorological measurements
(particularly aloft) are always needed to confirm the
quality of the meteorological simulations, particularly

_________

2 As opposed to “off-line” air-quality models where the meteorological model and CTM are separate, the meteorological model must be run first but
only once, the CTM may be run many times for the same meteorological episode, and the air-quality fields cannot influence the meteorological
fields.
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in mountainous and coastal areas where horizontal
gradients and wind shear aloft can be significant.
Here, as has been the case in the past, improvements
to meteorological observational networks and
technologies in support of numerical weather
prediction will also benefit air-quality modeling.

8.2.3  Transport and Diffusion Processes

Transport and diffusion processes govern the
movement and dilution of gases and particles in the
atmosphere due to atmospheric circulations on many
scales.  Transport generally refers to the mean
movement of air parcels resulting from model-
resolved winds, whereas diffusion refers to the
mixing and dilution of gases and particles by
turbulent eddies that are not resolved by the mean
wind flow (e.g., Moran, 2000).  Transport can be
further categorized as horizontal movement of air
parcels parallel to the surface and vertical movement
of air parcels up and down.  Strong vertical movement
may occur when cumulus clouds are present,  in
complex terrain when the wind flow meets a steep
surface slope, and when there is considerable
convergence of the horizontal wind field (e.g., a lake-
breeze front).

Several approaches have been used to characterize
turbulent mixing in CTMs.  However, there is still
considerable uncertainty in those parameterizations,
especially under conditions of stable stratification
(e.g., nocturnal boundary layer, free troposphere)
where turbulence occurs sporadically in both space
and time due to shear instabilities.  A few CTMs
consider “venting” to the free troposphere by subgrid-
scale boundary-layer clouds or subgrid-scale vertical
transport by deep convective clouds.  Because
turbulent diffusion is a random process, its
parameterization in CTMs is approximate and this
has some impact on model predictions.  It should be
noted also that vertical diffusion is treated in both
the meteorological model and the CTM, but typically
using different algorithms; reconciliation is warranted
in such cases to provide better consistency to the
modeling process.

The uncertainties that exist in the predictions of the
meteorological model for the wind and turbulence
fields translate directly into uncertainties for the

transport and diffusion processes in the CTM.  This
is a particular problem when the grid size of the
meteorological model and/or CTM is too coarse to
resolve real-world horizontal and vertical gradients
in the wind and turbulence fields.

8.2.4  Chemical Transformations

Gas-phase chemistry.  Because the number of organic
chemical species involved in the chemistry of the
troposphere is very large (several thousands), it is
not feasible to simulate all the chemical reactions of
all atmospheric constituents.  Therefore, some
approximations must be made in the representation
of VOC chemistry.  Two major approaches have been
used.  In the first approach, VOCs are grouped by
classes (e.g., short-chain olefins) and represented by
one chemical species of each class (those species act
as surrogates for all species within the class).  In the
second approach, VOC molecules are decomposed
into their functional groups (e.g., double bond,
carbonyl group) and the reactivity of the functional
groups is simulated.  Both approaches have
successfully reproduced the dynamics of ozone
formation in experiments conducted in laboratory
smog chambers and have been successfully applied
to actual photochemical smog episodes.  However,
there has been little evaluation of those mechanisms
for fall/winter episodes, for which days are shorter,
solar radiation is weaker, and temperatures are cooler
as compared to summer episodes.  Such evaluations
are warranted, since high PM episodes can occur
during fall/winter in some areas (for example,
California’s San Joaquin Valley and southeastern
Canada: see Chapter 10).

Chemical kinetic mechanisms that are based on either
of the two above approaches still involve on the order
of 100 chemical species and 100 to 200 chemical
reactions (e.g., Dodge, 2000).  To date, such
mechanisms have focused primarily on
anthropogenic VOC and have not provided explicit
treatment of biogenic compounds beside isoprene.
Mechanisms are now being developed that include a
detailed treatment of the oxidation of several biogenic
VOC (e.g., monoterpenes, oxygenates) including
their effect on PM formation.  Reduced chemical
mechanisms also have been developed, which use a
minimum number of chemical species (say, three
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species to represent all VOC) in order to minimize
the computational costs of simulating long periods
of time (e.g., one year).

Aqueous–phase chemistry.  Reactions in cloud and
fog droplets and, to some extent, raindrops typically
enhance the oxidation of SO

2
 and NO

x
 to SO

4
= and

NO
3

-, respectively.  They may also play a role in the
formation of condensable organic compounds.
Chemical mechanisms for the formation of SO

4
= and

NO
3

- are well established, and the more advanced
CTMs include fairly comprehensive descriptions.  On
the other hand, little is known about the aqueous
chemistry of organic compounds, and CTMs
currently do not treat it.  Chemical reactions in
droplets may depend on droplet size (because pH may
vary with droplet size); however, most aqueous-phase
chemical mechanisms currently used in CTMs only
treat a single average droplet size (i.e., “bulk”
chemistry).  The role of snow and ice in the oxidation
of volatile precursors to condensable compounds is
not well known except for those reactions that are of
particular interest to Arctic chemistry (e.g., polar
stratospheric clouds); however, this process is
unlikely to affect CTM outputs significantly.  Clearly,
aqueous chemical processes need to be included in
CTMs since a significant fraction of secondary fine
PM may be formed in clouds or fogs.

Heterogeneous chemistry.  Chemical reactions may
also occur at the surface of particles (e.g., Jacob,
2000).  Such reactions may lead to the formation of
additional PM (e.g., N

2
O

5
 hydrolysis at the surface

of aqueous particles will form NO
3

-) or may affect
the chemistry of the gas phase (e.g., scavenging of
radicals by particles will reduce ozone formation).
The heterogeneous formation of PM typically is not
a major reaction pathway under most circumstances.
Consequently, most CTMs do not treat heterogeneous
reactions, although these reactions may contribute
significantly to NO

3
- formation under some

conditions (e.g., high humidity).

8.2.5  Representation of PM

PM consists of a mixture of particles of different sizes
and chemical composition.  Therefore, it is necessary
to provide some representation of particle size and
chemical composition to properly simulate the

evolution of PM in the atmosphere in order to
calculate PM concentrations and other properties of
interest.  Although CTMs for PM vary in their level
of detail for characterizing particles, there are some
basic characteristics that are simulated by most
CTMs.

As discussed in Chapter 3, the fine and coarse PM
size fractions tend to have different origins and differ
significantly in their chemical composition and
atmospheric behavior.  Therefore, it is imperative to
differentiate between fine and coarse particles, and
most CTMs treat at the minimum these two PM size
fractions.  Because some processes such as
deposition, light scattering, and particle retention in
the respiratory system are strong functions of particle
size, some CTMs attempt to calculate the evolution
of particle-size distributions within the fine and
coarse size fractions.  To that end, two approaches
have been used.  On one hand, the particle-size
distribution can be approximated by several log-
normal distributions.  Typically, three log-normal
distributions are used to represent the nucleus,
accumulation, and coarse modes (this approach is
often referred to as the “modal” approach, Figure 3.2).
On the other hand, the particle-size distribution can
be discretized into a conterminous set of size sections
(this approach is generally referred to as the
“sectional” approach).  Both approaches compromise
between the accuracy of the numerical solution and
the associated computational costs (e.g., Zhang et al.,
1999).  Either approach will require compatible size
characterization of the primary PM emissions, that
is, into modes or sections.  (Because emission
inventories do not currently provide any level of
detail about PM-emission size-distribution beyond
separation into fine and coarse fractions, emission-
processing systems must assume more detailed size
distributions for various primary PM source types.
This size-disaggregation step in emission processing
thus introduces additional uncertainties, which will
contribute to uncertainties in the predicted PM size
distributions.  Note that detailed size-distribution
information can be aggregated into fine and coarse
fractions corresponding to PM air-quality standards.)

CTMs that provide a detailed resolution of the
particle-size distribution must in theory simulate all
the relevant dynamic processes that may modify the
distribution, including the emission of primary
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particles of different sizes, the nucleation of new
ultrafine particles, the growth of existing particles
via condensation of vapors and the shrinkage of
particles resulting from volatilization of particulate
species, the coagulation of particles, and the size-
dependent removal of particles resulting from dry-
and wet-deposition processes (see Chapter 3).  Some,
mostly urban-scale, CTMs neglect nucleation
(thereby assuming that condensation prevails under
conditions with moderate to high PM concentrations)
and coagulation (which is typically slow compared
to other processes), but regional-scale CTMs with
their larger domains and longer transport times may
consider these two processes.

Most CTMs assume that particles in a given size
range have the same chemical composition.  This is
not realistic for fresh emissions or ambient particles,
but becomes an increasingly better approximation for
aged aerosols owing to condensation and coagulation
(e.g., Chapter 3; Winkler, 1973).  Also, the vast
majority of PM monitoring instruments measure
features of aerosol populations rather than of
individual ambient particles (Chapter 5).  Recent
work, though, has shown that it is feasible (with
limitations) to remove this assumption and allow the
treatment of particles of different chemical
compositions in the same size range.  This can be
valuable for estimating optical properties or for
“tagging” particles for purposes of source attribution
or apportionment (e.g., Kleeman and Cass, 1999,
2001; Jacobson, 2001).

Most CTMs calculate at least the concentrations of
particulate SO

4
=, NO

3
-, NH

4
+, OC, BC, and water, in

addition to total PM mass (the remaining mass is
generally assigned to soil dust or “other”).  Because
sea salt and soil dust can interact chemically with
strong acids such as HNO

3
 and H

2
SO

4
 (see Chapter

3), some models explicitly treat chemical species such
as Na, Cl, Ca, K, Mg, and CO

3
=.  The various

algorithms (thermodynamic models) used to calculate
the partitioning of inorganic species between the gas
phase and the particles tend to agree within about 10
percent on average (e.g., Ansari and Pandis, 1999;
Zhang et al., 2000).  However, treatment of the effects
of coarse sea-salt or soil-dust particles on PM
chemical composition varies widely among CTMs.

A correct treatment must take into account the fact
that coarse particles are generally not in equilibrium
with the gas phase (Wexler and Seinfeld, 1990, 1991).
Because such non-equilibrium calculations are
computationally demanding, some CTMs either
assume equilibrium (which can lead to incorrect PM
chemical composition in some cases) or use other
simplifying assumptions.  Finally, the formation of
SOA from gas-phase VOC is an area of ongoing
research.  As a result, the treatment of particulate
organic compounds in CTMs keeps evolving and
currently there are large differences in the formulation
and simulation results of SOA formation in existing
CTMs.

The calculation of water existing in the condensed
phase is also important because 1) some residual
water is present in the gravimetric measurements
conducted for the PM ambient standards and 2)
condensed water associated with the ambient PM
affects the scattering of light by particles.  Currently,
the amount of water associated with the inorganic
PM fraction can be predicted (albeit with some
uncertainty); however, the complex mix of organic
compounds (some hydrophilic and some
hydrophobic) limits reliable predictions in the case
of organic PM.

As source- or emission-based models, the
performance of CTMs will depend directly on the
comprehensiveness and accuracy of their input
emission data.  Improvements to emission inventories
and emission modeling, including the description of
natural and often intermittent sources such as
wildfires, windblown dust, and sea salt, of
anthropogenic PM, NH

3
, and semivolatile VOC

emission levels, and of the size distributon and
chemical composition of primary PM emissions,
should result in improved CTM performance and
reduced uncertainty.

8.2.6  Deposition Processes

Deposition processes include both dry- and wet-
removal phenomena.  Dry deposition of gases and
particles occurs when a gas molecule or a particle
comes into contact with, and adheres to or is absorbed
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at a surface (e.g., soil, vegetation, structures).  In
addition, large particles are sufficiently affected by
gravity to deposit via sedimentation (also referred to
as gravitational settling).  Sedimentation is
particularly relevant to the development of emission
inventories for dust, because a large fraction of coarse
dust particles will deposit close to their point of
emission.  Thus, dust emissions will not be correctly
estimated for CTM grid-cell scales if one ignores the
fraction that is rapidly deposited or intercepted
immediately after suspension.  CTMs treat dry
deposition as a function of meteorological conditions,
land-use type (e.g., urban area, vegetation, water),
and the nature of the depositing species (e.g., size in
the case of particles).  At present there is considerable
uncertainty about parameterizing particle dry-
deposition, and few measurements exist to evaluate
the modeled dry-deposition rates of many gas-phase
species considered by CTMs (e.g., Wesely and Hicks,
2000; Zhang et al., 2002).  This uncertainty translates
directly into an uncertainty in PM ambient
concentrations.

Wet deposition includes in-cloud scavenging
(“rainout”) and below-cloud scavenging by
precipitation (“washout”).  In clouds or fogs, particles
may act as condensation nuclei (thereby leading to
the formation of droplets) or be scavenged by
existing droplets via collision.  Some CTMs treat all
forms of precipitation similarly (e.g., rain, snow, and
hail), which may not be appropriate for many cases.
Fog-droplet deposition, also known as occult
deposition, is typically not treated in CTMs although
it may be an important removal mechanism in foggy
coastal areas or mountainous areas (e.g., Harvey and
McArthur, 1989; Schemenauer et al., 1995; Lillis et
al., 1999).  Overall, wet deposition is not represented
well in CTMs, both because precipitation-scavenging
processes are not well understood and because clouds
and precipitation are difficult for meteorological
models to predict.  However, because wet deposition
is the major removal mechanism for SO

4
= and other

nonvolatile fine PM constituents as well as a
significant removal mechanism for NO

3
-, it is

essential that it be simulated correctly in CTMs,
especially those being used for regional or long-term
simulations.

8.2.7  Computational Aspects

The processes discussed above must be described in
terms of mathematical equations, which are then
solved numerically.  These solutions introduce
additional uncertainties, which must be minimized
to the extent possible.  In most cases, a balance needs
to be achieved between numerical accuracy3 and
computational speed so that a CTM simulation does
not require excessive computer time.  Therefore, the
numerical solvers used in CTMs are not the most
accurate but sacrifice some accuracy (say, 10 percent)
to gain significant speed.  Similar compromises must
be made for the number of VOC species considered,
the grid spacing, and the domain size considered (see
next section for further discussion of the design of
the modeling domain).

A typical simulation using a CTM with
comprehensive treatment of gas-phase and aqueous-
phase chemistry and an empirical treatment for SOA
formation currently takes about two hours of
computing per simulation day on a typical desktop
computer for 100,000 grid cells.  If a detailed
representation of the formation of SOA is used, the
computing time may increase by a factor of 4.  On
the other hand, if a reduced gas-phase chemistry
mechanism and a parameterized approach to particle
formation are used, the computing time of the former
simulation can be lowered.

Another important computational aspect of CTMs is
the large size of the input and output files (for
example, hourly data on emissions, winds,
temperature, and relative humidity for one entire
year).  Large files can present challenges not only
for their efficient processing but also for their quality
assurance/quality control (QA/QC).  Because of the
importance of QA/QC procedures to ensure that
CTMs are properly applied, protocols are needed to
verify that the input files, especially the emission and
meteorological files, contain valid and reliable data,
(e.g., internally documented files, verification of
units, processing steps, file version, and temporal
period).

_________

3 Dependent upon the accuracy of the scientific modules of the CTM and the temporal and spatial resolutions used by the CTM.
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8.3  APPLICATIONS OF
CHEMICAL-TRANSPORT
MODELS TO THE SIMULATION
OF EPISODIC AND LONG-TERM
PM CONCENTRATIONS

8.3.1  Episodic Simulations

An episodic simulation covers only a few days,
typically less than a week.  Since PM

concentrations may be regulated by both short-term
and long-term standards, episodic simulations are
appropriate to address a short-term PM standard in
areas where it may be violated.  Episodic simulations
are conducted routinely for assessing ozone pollution
since the ozone air-quality standards are defined for
short periods of time (i.e., 1 to 8 hours).  (Episodic
simulations are also relevant to air-quality forecasting
as discussed in Section 8.4.7.)  However, episodic
simulations for PM may differ from simulations
conducted for ozone assessments for several reasons.

First, since the atmospheric lifetime of fine particles
is several days (and possibly 1000 or 2000 kilometers
in terms of transport distance) in the absence of
precipitation (Chapter 3), it may be necessary to use
a large modeling domain to ensure that the calculated
PM concentrations are governed by the emissions
within the domain rather than by the chemical
concentrations entering at its upwind boundary.
Alternatively, it will be essential to characterize the
lateral boundary concentrations accurately, and these
are likely to vary with time.  Typically, a “spin-up”
period that corresponds to the time to flush out the
initial concentrations is used to minimize the effect
of the initial concentrations.  For cases where a large
domain is used, this “spin-up” period may cover
several days.

Clearly, computational costs increase as the size of
the domain (i.e., the number of grid cells being
simulated) increases.  There are several ways to
minimize these costs.  For example, the number of
grid cells can be minimized by using a coarse grid
over the entire modeling domain and one or several
grids of finer spatial resolution nested within the
coarse grid.  This “nested-grid” approach minimizes

computations over the coarse domain while focusing
most computational resources on the areas of interest,
where fine spatial resolution is used.  A
complementary approach consists of using a subgrid-
scale treatment for major point sources that would
otherwise have their emissions diluted over large air
volumes.  This “plume-in-grid” treatment allows one
to maintain a more realistic representation of the
dynamics and chemistry of the major point-source
plumes even when a coarse grid resolution is used.

Second, the vertical extent of the domain may also
differ in many cases from that used in ozone
modeling.  As discussed above, cloud processes can
contribute significantly to the formation of secondary
particles.  For regional-scale modeling, it may be
necessary to provide sufficient vertical resolution to
properly represent both boundary-layer and cloud
processes, including deep convective systems.

Finally, one must keep in mind that PM episodes may
not coincide with ozone episodes, which mostly occur
during summer.  For example, some areas experience
high PM episodes during late fall and winter (see
Chapter 6).  Meteorological models have undergone
performance evaluation for a variety of seasons and
locations.  However, the chemical mechanisms that
simulate the formation of oxidants and secondary PM
typically have not been evaluated for non-summer
conditions, and their performance may be poorer than
for summer episodes (see Section 8.4.3).

8.3.2  Long-Term Simulations

In many cases, the long-term PM air-quality standard
may be the governing standard, and long-term
simulations of PM will be required to address source-
receptor relationships and control-strategy impacts
properly (i.e., commensurate with the time scale of
the standard).  There are two approaches to simulate
long-term PM concentrations, as depicted in Figure
8.3.

One approach consists in simulating the actual long-
term period.  However, one must note that the long-
term PM standard may represent a period of several
years (e.g., the U.S. annual standard is a three-year
average standard).  Consequently, one must either
simulate several years or assume that the year being
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simulated is representative of multi-year periods.
Note that the year being simulated does not need to
be a calendar year nor does it need to be a continuous
year (e.g., it could consist of quarters selected among
various years).  Nevertheless, some sampling bias
must be expected if only one year is simulated to
represent a period of several years (e.g., Brook and
Johnson, 2000).  Moreover, some approximations are
typically made to manage the large computational
costs associated with long-term simulations.  For
example, a reduced chemical mechanism may be used
to minimize the chemistry calculations or a coarser
spatial resolution may be selected to reduce the
number of grid cells being simulated.  Those
approximations will also affect model accuracy and
need to be thoroughly evaluated before the model is
used to develop source-receptor relationships.

The other approach aggregates individual episodic
simulations to construct a synthetic long-term period
(e.g., one or several years).  The aggregation is
typically based on a statistical analysis of the
meteorological regimes that occur in the area of
interest (e.g., Brook et al., 1995a,b; Cohn et al., 2001).
By assuming that only a limited number of
meteorological episodes may be used to represent
the long-term meteorology of an area, one can limit

_________

4 Bearing in mind (e.g., Section 6.5.2) that long-term averages can be significantly influenced by relatively infrequent episodes.

the air-quality simulations to those representative
episodes4.  The results of the air-quality simulations
then can be weighted according to the relative
frequency of the meteorological regimes to construct
long-term simulation results.  This more
climatological approach does not require any
simplification of the CTM or selection of a nominally
representative year.  However, some approximation
is involved in the use of a limited number of
meteorological episodes.

Both approaches offer advantages and shortcomings.
To date, there has been no formal comparative
evaluation of these two approaches and, until such
an evaluation is conducted, a combination of both
approaches is recommended.

8.4  WHAT QUESTIONS CAN
CHEMICAL-TRANSPORT
MODELS ADDRESS AND HOW
WELL?

P olicy-related questions that will be
typically addressed in most applications of PM

CTMs are reviewed here.  For each question, the best
assessment of how well it can be answered by current
CTMs is provided.

8.4.1  Can the Contributions of Various
Precursors and Source Types to PM Be
Quantified?

Clearly, the development of effective emission-
control strategies will require relating observed PM
concentrations to their precursors.  Such precursors
must then be identified and attributed to their sources
of emission.

The processes that lead to the formation of PM SO
4

=,
NO

3
-, and NH

4
+ are currently sufficiently well

understood to permit their adequate representation
in a CTM.  It is slightly more difficult to calculate
NO

3
- than SO

4
= because NO

3
- involves the calculation

of a gas/particle equilibrium, which requires
knowledge of the temperature, relative humidity, and

Figure 8.3.  Approaches to calculating long-term PM
concentrations (after Seigneur et al., 1999).
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Additional laboratory and field studies will help
improve the formulation of CTMs for carbonaceous
PM.

8.4.2  Can the Relative Contributions of Long-
Range Transport and Local Emissions Be
Quantified?

The simple answer is “yes.”  CTMs can be used to
quantify the relative contributions of local sources
vs. long-range sources at a receptor by carrying out
a suite of emission sensitivity tests, in which
emissions in different parts of the model domain are
scaled upward or downward in different
combinations (e.g., Dennis et al., 1990; Seigneur et
al., 2000b).  However, there are three main sources
of uncertainty in such calculations.  (Note that
independent tools such as receptor models and
observation-based models (Chapter 7) can be used
corroboratively so as to minimize the potential effect
of CTM-related uncertainties.)

As mentioned above, PM
2.5

 can be transported over
long distances because of its long atmospheric
lifetime.  Therefore, PM concentrations will include
in most cases a significant component due to the long-
range transport of PM and its precursors, in addition
to the component arising from local emissions.
Quantifying the relative contributions of long-range
transport and local emissions requires a proper
characterization by the CTM of 1) both local and
upwind sources, 2) long-range transport processes,
including deposition, and 3) upwind boundary
concentrations of chemical species.

Since fine particles can persist for several days, the
upwind boundary concentrations may significantly
affect the predicted PM concentrations even for large
domains (e.g., Brost, 1988).  Such boundary
concentrations must be specified using available data
(e.g., aircraft data for gases, PM speciation and size
distribution, and satellite and other real-time sensors
to characterize plumes from fires and large dust
events).  However, data on concentrations of PM and
precursors aloft are typically non-existent; thus large
uncertainties will be associated with the upwind
chemical boundary conditions.  To minimize the
importance of boundary contributions, one should
attempt to include the great majority of the

NH
3
 concentration.  Therefore, uncertainties in any

of these variables will be compounded in the NO
3

-

concentration.

In contrast, understanding of the processes that lead
to SOA formation is still incomplete.  As a
consequence, current CTM parameterizations of SOA
formation have large uncertainties.  Moreover the
representation of the SOA-formation processes
requires some simplifications, because the large
number of chemical species involved needs to be
reduced to a manageable number in a CTM.  Primary
OC is problematic too, because emissions of
particulate organics and condensable organic gases
are also not well characterized at present.
Consequently, CTMs cannot currently provide an
accurate representation of the contribution of primary
or secondary particulate organic compounds to PM.

Other factors that affect the accuracy of the PM
concentration predictions include the meteorological
fields, the description of the transport, dispersion, and
removal processes, and the accuracy of the emission
inventories for individual source categories.  These
processes also directly affect the primary PM
components, including the less volatile constituents
such as dust, BC, and primary OC.

Therefore, CTMs currently have mixed abilities for
predicting the contribution of various precursors and
source types to PM.  Overall, the formulation of
CTMs is satisfactory for the inorganic component of
PM (with the caveats noted in the preceding sections)
but the treatment of organic PM must be considered
to be in a developmental stage.  The most advanced
CTMs  therefore should be able to provide reasonable
estimates of SO

4
=, NO

3
-, and NH

4
+ concentrations

(roughly half of PM
2.5 

mass and less than half of PM
10

mass on average: cf. Section 6.5.4), but are likely to
give uncertain results for carbonaceous PM.  In any
case, the ability of a given CTM to predict PM
concentrations must be carefully examined through
performance evaluations (see Section 8.5) before its
application for policy analysis.

There are currently large uncertainties associated
with the treatment of carbonaceous PM.  As a result,
the relative amounts of BC versus OC, primary versus
secondary OC, and anthropogenic versus biogenic
OC cannot be estimated with good accuracy.
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contributing sources within the modeling domain.
Identifying and quantifying emission sources is best
achieved if all sources are subject to the same
emission-inventory criteria.  In some cases, however,
emission-inventory data for some upwind areas
within the domain may be sparse and unreliable.

One must note that the accuracy of computed long-
range transport trajectories will decrease as transport
distance increases, even when using the most
advanced meteorological models, making it harder
to identify source regions with increasing distance
from a receptor.  Uncertainties related to chemical
transformations and removal during long-range
transport also will contribute to uncertainties in
quantifying the magnitude of the long-range-transport
contribution at a receptor.

Therefore, our inability to accurately quantify 1) the
contribution of upwind boundaries, 2) the emissions
of PM and precursors within the limited-area
modeling domain, and 3) changes in PM
concentrations during transport can be a limiting
factor in the design of effective emission-control
strategies.

8.4.3  Can the Relative Magnitude of Seasonal
Contributions to PM Concentrations Be
Represented?

The simple answer is again “yes”.  CTMs for PM
can be run for different seasons and then the
magnitudes of the predicted seasonal concentrations
compared.  But again, there are caveats.

CTM performance may vary from season to season
because 1) the seasonal variations of some emissions
(e.g., wood smoke, fugitive dust) may not be
represented reliably by emission models, 2) gas-phase
chemical mechanisms have not been fully evaluated
for wintertime conditions, 3) gas-particle partitioning
of NO

3
- and organic compounds may favor the

particle phase under cold and humid conditions but
predicting this partitioning adds uncertainty in the
model calculation, and 4) removal processes,
especially by snow and at wetted surfaces, are not as
well characterized for wintertime conditions.  Based
on these concerns, model performance is anticipated

to be worse for winter months than for summer
months (see also Section 8.3.1).

Performance evaluation of existing PM models for
different seasons is ongoing or pending, and
measurements will become available in most cases
to quantify seasonal behavior of PM concentrations
(for total PM as well as for its components).
Therefore, it should be possible in due course to
evaluate the CTM performance by season and to
assess how well such seasonal variations can be
simulated.

In order to evaluate the skill of PM CTMs for
predicting seasonal or annual PM concentrations, it
is necessary to have access to measurements from
long-term monitoring networks, including collocated
and concurrent measurements of gas and particle
phases of semivolatile species, and of particle-size
distributions and size-resolved chemical composition.

8.4.4  Can the Response of  PM Levels to
Changes in Emissions and Upwind
Concentrations Be Predicted?

Predicting the response of PM components to changes
in precursor emissions is needed for the development
of emission-control strategies.  Since CTMs are
emission-based models, they are by their nature
capable of estimating the change in PM levels due to
changes in emissions and upwind concentrations.  But
in order for such estimates to be accurate, a CTM
must be able both 1) to predict properly the
concentrations of the various components of PM for
present emission levels (see Section 8.4.1) and 2) to
represent accurately how atmospheric processes will
propagate a change in emissions to give the resulting
change in atmospheric PM concentrations.  The
second requirement is extremely important because
it is conceivable that a CTM may by chance show
adequate performance in terms of predicting current
observed PM levels and chemical composition due
to compensating errors, but may lack the correct
scientific formulations necessary to simulate the
complex nonlinear processes that lead to secondary
PM formation.

As discussed in Chapter 3, previous CTM
applications have exemplified the non-intuitive
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aspects of PM/precursor relationships.  Evaluating
the ability of a CTM to predict the response of the
various PM components to changes in precursor
levels is difficult because the necessary air-quality
databases have not typically been available.  There
are, however, some alternative approaches that can
shed some light on the expected performance of
CTMs for such emission changes (e.g., ambient
responses to weekday vs. weekend variations in
emissions).  In addition, the use of diagnostic
information based on concentrations of chemical
species that indicate the chemical regime of the
atmosphere can support or challenge CTM results
(see Chapters 3 and 7 and Section 8.5.4).  Such
analyses are consistent with a weight-of-evidence
approach.

In summary, CTMs are capable of quantifying the
impact of emission changes, but additional
measurement data and time are required to evaluate
the reliability of such predictions.  Current CTMs
are more likely to predict the direction of the
atmospheric response to emission changes correctly,
as opposed to the magnitude of that response.

8.4.5  Can the Relationships Between PM and
Other Air-Pollution Problems Be Quantified?

As discussed in Chapter 3, there are some intricate
relationships between the formation of secondary PM
and that of ozone (see Table 3.1).  Since particles
scatter light and some PM components such as BC
absorb light, there is a direct relationship between
PM and visibility/regional haze (see Chapter 9 for
further discussion).  In addition, PM affects the
atmosphere’s radiative budget and therefore
photolysis rates, and therefore ozone formation.
Surface chemistry on particles can also affect gas-
phase concentrations, and therefore ozone (Section
8.2.4).  Two important PM  components  are SO

4
=

and NO
3

-; these two species are also primary
contributors to acid deposition, and changes in the
ambient concentrations of these two PM components
will be reflected in qualitatively similar changes in
their deposition fluxes.  Finally, some PM compounds
(e.g., some heavy metals and persistent organic
pollutants) are known or suspected to be toxic.

Thus, changes in PM levels also will be reflected in
the levels of other air-pollution problems.  Among
the problems mentioned above, all of them but one
will respond in the same direction as PM.  An
improvement in PM air quality is expected to result
in some improvement in visibility, some reduction
in acid deposition and, depending on the PM
components that were reduced, some reduction in
particulate air-toxic levels.  However, similar direct
relationships cannot always be expected between PM
and ozone.

A CTM that is able to predict the composition and
size distribution of PM as well as gaseous co-
pollutant concentrations and the dry and wet
deposition of these species should be capable in
principle of quantifying the relationship between PM
and these other air pollution problems.  Current PM
CTMs are more likely to be successful in predicting
the direction, as opposed to the magnitude, of such
relationships.

8.4.6  Can Other PM Properties that are
Potentially Relevant to Health Effects Be
Calculated?

As discussed in detail in Chapter 2, the exact causes
of the adverse health effects of PM are still being
investigated.  Potential surrogate metrics for PM
health effects that are being considered (see Table
1.3) include the number concentration of ultrafine
particles, the acidity of particles, the concentrations
of individual elements (e.g., metals), and gaseous co-
pollutant interactions.

To date, PM simulations have focused on PM mass
concentration because of its significance to air-quality
regulations.  It is therefore of particular interest to
assess whether CTMs can predict other PM properties
in addition to PM mass concentrations.

Those CTMs that do not calculate detailed particle-
size distributions cannot provide information on the
number concentration of ultrafine particles.  CTMs
that calculate particle-size distributions using either
a modal or a sectional approach (see Section 8.2.5)
can provide the number concentration of ultrafine
particles either directly or with minor modifications.
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PM acidity is either calculated or may be deduced
from calculations of PM chemical composition.  A
comparative evaluation of several models for PM
chemical composition showed that in most cases
particle-acidity calculations agreed within a factor
of two; however, there were some cases where
significant discrepancies were obtained for low
humidities (Zhang et al., 2000).  Therefore, although
most current CTMs can predict the acidity of
particles, some careful evaluation will be required if
CTMs are to be applied for that particular metric.

Calculation of individual PM classes is conducted in
current CTMs only for SO

4
=, NO

3
- , NH

4
+, and carbon

(some CTMs also calculate the components of sea
salt and soil dust).  Metals, biological matter, and
specific organic toxics are not calculated.  Therefore,
those features will need to be added if they are to be
addressed by CTMs.

A complementary discussion of the ability of CTMs
to predict PM properties that are potentially relevant
to visibility is provided in Section 9.3.2.

8.4.7  Can PM Episodes Be Forecast in Real
Time?

It is now feasible to apply CTMs in real time for the
prediction of air pollution, opening the possibility of
advance public-health advisories and warnings.  The
limiting factors include the availability of a reliable
numerical meteorological forecast, an emission
inventory that is up-to-date and day-specific, and
computational resources that allow a rapid turn-
around of the simulation.  Clearly, the limitations
discussed above for the application of CTMs to policy
and science issues will also apply to real-time
forecasting.  As our ability to simulate atmospheric
PM improves, real-time forecasting of PM episodes
may prove to be a valuable tool for air-quality
management.

8.5  EVALUATION PROCESS FOR
CHEMICAL-TRANSPORT
MODELS

As discussed in Section 8.4.1, current CTMs can
simulate some atmospheric processes rather

well but are still deficient in their treatment of other
processes.  Thus, before a CTM is applied to analyze
the effectiveness of various emission-management
options, it is essential to ensure that it provides a
credible representation of the processes that govern
ambient PM concentrations.  The main aspects of
the performance-evaluation process are discussed
here.

8.5.1  Model Simulations versus Ambient
Measurements

Model output does not represent the same quantity
as ambient measurements.  Some of the differences
between  simulation results and measurements can
be resolved, while others cannot.  Comparisons
should consider three key differences, as follows.

First, ambient measurements used to evaluate
attainment of ambient air-quality standards for PM
are based on filter-based techniques or continuous
indirect methods with size-selective inlets (see
Chapter 5).  Therefore, the size cut between fine and
coarse particles is based on the aerodynamic diameter
of the particle (the aerodynamic diameter is defined
as the diameter of a spherical particle with a density
of 1 g/cm3 that behaves similarly to the particle of
interest).  On the other hand, CTMs use the Stokes
diameter of the particle and post-processing of the
model results is needed to convert to an aerodynamic
diameter (the Stokes diameter is the diameter of a
spherical particle that behaves similarly to the particle
of interest; it is equal to the aerodynamic diameter
divided by the square root of the particle density).
Also, the gravimetric measurements of PM mass
concentrations are conducted under controlled
conditions with a temperature between 15 and 30 oC
and a relative humidity between 20 and 40 percent.
CTM results are typically reported for the simulated
ambient temperature and relative humidity.  In
addition, the filter measurements may involve
artifacts for the volatile particulate species such as
NO

3
-, NO

4
+, some organic compounds, and PM-

bound water (see Chapter 5).  The CTM simulation
results can be made consistent with the PM
gravimetric measurements by converting Stokes
diameters to aerodynamic diameters and calculating
the PM concentrations, including PM-bound water,
for temperature and relative-humidity values
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representative of the gravimetric measurements.  The
potential artifact problem must be resolved by using
additional measurement techniques that minimize or
eliminate such artifacts.

Second, the comparison of measured and simulated
PM carbonaceous-species concentrations is also
challenging.  CTMs typically simulate BC and the
total organic compound mass.  However, ambient
measurements provide only total particulate carbon
and some assumptions are necessary to 1) assign that
carbon between BC and OC and 2) scale the estimated
OC mass to organic compound mass (i.e., take into
account the hydrogen, oxygen and nitrogen that were
not included in the measurements: see Section 3.5.3).
Note that this uncertainty in the particle mass and
density will be present in the conversion from Stokes
to aerodynamic diameter.

Third, the measurements are conducted at a specific
location whereas the CTM-simulation results
represent a volume-average value (corresponding to
the volume of individual CTM grid cells).  This
discrepancy between the spatial representations of
measurements and simulation results, sometimes
referred to as incommensurability, can be resolved
only if sufficient measurements are conducted within
the volume of a grid cell to approximate a volume-
averaged value.  Such a density of measurements
typically will not be available, and the discrepancy
in spatial representations is a fundamental source of
uncertainty when evaluating CTM simulation results
against measurements.  Incommensurability is likely
to be more of an issue for primary PM components
than for secondary PM components and in urban
areas as opposed to rural areas, i.e., where subgrid-
scale gradients are more important.

8.5.2  Overview of the Performance-
Evaluation Process

A comprehensive evaluation of CTM for PM can be
seen as consisting of the following four steps (e.g.,
Seigneur et al., 2000a):

1. An operational evaluation that tests the ability
of the model to estimate PM mass concentrations
(PM

2.5 
and PM

10
) and quantities required to

address the regulations (i.e., the mass

concentrations of major chemical components of
PM, including SO

4
=, NO

3
- OC, BC, and crustal

material).

2. A diagnostic evaluation that tests the ability of
the model to predict the components of PM (or
visibility/regional haze): At the minimum, PM
chemical composition and associated gas-phase
species (e.g., HNO

3
, NH

3
), PM precursors (e.g.,

SO
2
, NO, NO

2
, VOC), and some key atmospheric

oxidants and products should be evaluated.  More
specific evaluation should be conducted to the
extent possible for PM detailed chemical
composition (e.g., individual organic
compounds), PM size distribution (if warranted),
temporal and spatial variation of PM and
precursors, mass fluxes (emissions, transport,
transformations, and deposition), and, for
visibility, components of light extinction (i.e.,
scattering and absorption).

3. A mechanistic evaluation that tests the ability of
the model to predict the response of PM
concentrations or visibility to changes in 1)
meteorology and 2) emissions.

4. A probabilistic evaluation that takes into account
the uncertainties associated with the model
predictions and observations of PM and visibility.

Because PM concentrations are a function of
meteorology, emissions, and background
concentrations of PM and its precursors, it is essential
to test the ability of a model to predict PM
concentrations over a wide range of meteorological
conditions, emissions, and background
concentrations.  A single geographical area is unlikely
to cover all of these variables.  Therefore,
comprehensive performance evaluations should be
conducted in several different regional areas and for
several seasons.

Once a model has undergone a comprehensive
performance evaluation and the results have met
accepted performance criteria, it can be applied to
other geographic areas or to other time periods within
a same area.  Nevertheless, some performance
evaluation should be conducted for each new
application of the model to ensure that no major errors
in the model input data or model design are associated
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with the new application.  Because the model design
should have been thoroughly tested during the
comprehensive model evaluation, it is feasible to
streamline the performance-evaluation process for
new applications.  A streamlined performance
evaluation should address at a minimum
concentrations of total PM and major PM
components, PM precursors and key oxidants.  In
addition, the aspects of meteorological conditions and
atmospheric chemistry that are relevant to PM
concentrations in a new application should be
reviewed and any conditions that were not tested in
the comprehensive performance evaluations should
be the subject of a diagnostic evaluation.

8.5.3  Data Needs for CTM Performance
Evaluation

The databases required for CTM performance
evaluation  are extensive, and the field programs
needed to acquire such databases are costly.  For
example, the California Regional PM Air Quality
Study (CRPAQS), which was conducted in the
California San Joaquin Valley during 2000 and 2001,
cost about US $27M.  Field-program design must
take into account local geography, meteorology,
emissions, and atmospheric chemistry, as well as the
resources and the time frame available.  It is
recommended that, prior to the implementation of a
field program for a comprehensive model-
performance evaluation, a screening field program
be conducted to identify the major characteristics of
the meteorology and atmospheric chemistry of the
area.  Alternatively, if sufficient routine data have
been collected in the area, an analysis of those data
may suffice.  Information obtained from this
screening field program (or analysis of existing data)
will be critical in determining which measurements
should be given priority for the comprehensive field
program.  Many of the advanced measurement
techniques are resource-intensive, and it is essential
to determine which of those measurements are the
most critical to the success of the field program.  As
discussed next, measurements of indicator species
should be considered because they can provide
qualitative information on the various chemical
regimes of the atmosphere and are useful for the
mechanistic evaluation of CTMs.

8.5.4  Corroboration of CTM Results with
Indicator-Species Methods

Since CTMs are used eventually to predict the
response of PM concentrations to changes in
precursor emissions, it is imperative to evaluate to
the extent possible the ability of a CTM to predict
the correct response.  One possible approach is to
compare, where possible, the response predicted by
a CTM with the corresponding response predicted
by an independent technique such as an observation-
based model.  The various indicator-species methods
are examples of observation-based models.  Such
methods use observations of indicator-species
concentrations that can provide information on the
chemical regimes of the atmosphere and
consequently indicate how some chemical
concentrations will evolve as others change.
Presented below are indicator-species methods that
can be used to identify chemical regimes of ozone,
SO

4
=, and NH

4
NO

3
 formation.

Ozone formation results from the reactions of VOC
and NO

x
 in the presence of sunlight; thus, it can be

VOC-sensitive, NO
x
-sensitive, or in a transition

regime between those two main regimes.  Several
indicator species have been identified to characterize
whether ozone formation is VOC- or NO

x
-sensitive.

These include H
2
O

2
/(HNO

3
 + particulate nitrate),

NO
y
, HCHO/NO

y
, and ozone/NO

x
, where NO

y
 is the

total oxidized nitrogen (excluding N
2
O).  They

represent dominant products under VOC- or NO
x
-

sensitive regimes, ratios of these products, or chain
lengths in the radical reactions that produce ozone
(e.g., Sillman et al., 1997; Tonnesen and Dennis,
2000a,b).  For example, the ratio H

2
O

2
/(HNO

3
 + PM

NO
3

-) represents the competition of the HO
2
 radical

termination product (H
2
O

2
 formation is dominant in

a NO
x
-sensitive regime) and the OH + NO

2

termination product (HNO
3
 formation is dominant

in a VOC-sensitive regime).  Other indicators are
related to ozone production efficiency (e.g., ozone/
(NO

y
 – NO

x
)) and to air-mass age (e.g., (NO

y
 – NO

x
)/

NO
y
).

As discussed in Section 3.5, SO
4
= can be formed in

the gas phase or in cloud or fog droplets.
Measurements of the size-distribution of SO

4
=-

containing particles can help identify whether SO
4

=
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was formed in the gas phase or the aqueous phase,
since the median diameter of the SO

4
=-containing

particles will differ noticeably depending on which
process prevailed.  The oxidation of SO

2
 by H

2
O

2
 in

cloud or fog droplets can be a major pathway for
SO

4
= formation.  If the pathway is H

2
O

2
 limited, a

small change in SO
2
 concentrations will have little

effect on SO
4

= concentrations.  Therefore,
measurements of SO

2
 and H

2
O

2
 are very valuable for

identifying whether this SO
4

= formation pathway is
SO

2
 limited or H

2
O

2
 limited.

Formation of NH
4
NO

3
 can be HNO

3
-sensitive or

NH
3
-sensitive.  Measurements of SO

4
=, total NO

3
-

(HNO
3
 plus particulate NO

3
-) and total NH

4
+ (NH

3

plus particulate NH
4

+) can be used effectively to
determine whether changes in HNO

3
 or NH

3

concentrations will affect NH
3
 concentrations most

(see Chapter 3).  In addition, continuous
measurements of total NO

3
- will shed some light on

whether the daytime oxidation of NO
2
 by OH radicals

or the nighttime oxidation of NO
2
 by ozone govern

HNO
3
 formation.  As discussed in Chapters 3 and

10, these different pathways can lead to totally
opposite responses of NO

3
- concentrations to NO

x

concentration changes.

Such indicator-species methods provide quantitative
or semi-quantitative information on the potential
response of chemical species to changes in their
precursors.  Such information can be used to test
whether a CTM predicts the correct chemical
regimes, thereby corroborating or challenging the
CTM results in terms of whether the responses are
predicted for the correct reasons.  Furthermore, such
indicator-species methods are valuable in their own
right and can be used effectively, for example, to
develop conceptual descriptions of PM formation for
specific airsheds (see Chapter 10).

8.6  CURRENT STATUS OF CTM
PERFORMANCE AND
INTERCOMPARISONS

This section presents a sample of PM CTM
performance-evaluation results to illustrate

different statistical and graphical presentations of
model skill and CTM applications to different

regions.  Note that at this stage, relatively few results
of individual PM CTMs and no results of formal PM
CTM intercomparisons have been published in the
peer-reviewed literature.

Table 8.1 presents a summary of published statistical
performance evaluations of Eulerian CTMs for PM.
All these evaluations were conducted with data from
the 1987 Southern California Air Quality Study.
Model applications to more recent Los Angeles
episodes, e.g., September 1993 (Griffin et al., 2001)
and September 1996 (Kleeman and Cass, 2001), are
now becoming available but these do not report
performance statistics.  Since different
meteorological inputs, VOC emissions, and
performance statistics were used, no direct
comparison between the performances of these
models for this common case should be attempted
based on this table.  (CTM performance comparisons
using identical or at least similar inputs for the same
episode are strongly encouraged, with a focus on the
same performance statistics for each model.)
Nevertheless, these early results provide some
indication of the type of performance that one can
currently expect in PM modeling.  All these
performance evaluations have been conducted for
California, and it is imperative that similar
evaluations be conducted in other geographical areas
with a variety of meteorological conditions and
atmospheric chemical regimes.

Figures 8.4 and 8.5 present results of a simulation
conducted with CMAQ-MADRID 1 (a modified
version of CMAQ) to simulate regional haze in Big
Bend National Park, Texas, near the U.S./Mexican
border (Pun et al., 2002).  The simulation used two
nested grids with horizontal grid spacings of 12 km
and 4 km, respectively.  The coarse grid covered
Texas and northern Mexico whereas the fine grid
covered Big Bend National Park (BBNP) and
surrounding areas.  The results are presented for an
episode of the BRAVO study during October 1999.
Figure 8.4 shows time series of 24-hour average PM
SO

4
= concentrations during this October episode.  The

maximum 24-hour average SO
4
= concentrations were

observed on October 12.  The simulated
concentrations in the 12-km-grid case do not show
any significant temporal evolution over the episode,
but the simulated concentrations in the 4-km-grid
case show a peak on October 12, consistent with the
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a Normalized error = ∑
=

−N

i i

ii

O

OP

N 1

1
; normalized bias = ∑

−=





 −N

i i

ii

O

OP

N 1

1
; P

i 
= prediction, O

i
 = observation; N: number of samples.

b Mean over all sites and sampling periods of the normalized errors of sampling-period average concentrations.
c Mean over all sites and hours of the normalized errors of 1-hour averaged concentrations (note that sampling periods exceeded 1 hour).
d Mean over all sites of the normalized errors of the 24-hour average concentrations
e Normalized bias of means = ∑∑∑ − iii OOP .
f Normalized bias of the means over all sampling periods and sites of the sampling-period average concentrations.
g Normalized bias of the means over all sites of the 24-hour average concentrations.
h Not available.

Table 8.1.  Performance evaluations of PM grid models for PM2.5 and components with the SCAQS data
base in the Los Angeles basin. Two episodes were used: 24-25 June 1987 and 27-28 August 1987. (Note
that different statistics were used for the various model evaluations; therefore, comparisons should not be
made among the various models using this summary.) (Source: Seigneur, 2001).

MODEL UAM-AERO GATOR CIT UAM-AIM SAQM-AERO

Period June 25 August 27-28 August 28 June 24-25 August 28

Statistics Normalized

statisticsa,b

(%)

Normalized

statisticsa,c

(%)

Normalized

statisticsa,d

(%)

Normalized

statisticse,f

(%)

Normalized

statisticse,g (%)

error 32 44 46 NAh NAPM2.5

mass bias +24 -3 +46 NA +10

error 48 28 34 NA NASO4
=

bias -10 +4 -30 -21 -33

error 18 68 61 NA NANO3
-

bias +11 -21 +47 +52 -14

error 15 57 50 NA NAEC

bias -10 +30 +35 NA NA

error 38 49 40 NA NAOC

bias -38 -44 +14 NA +38

0
2
4
6
8

10

Simulated Values (12 km)

Simulated Values (4 km)

Observations (6-hr)

Observations (12-hr)

Observations (24-hr)

10/7/99 10/8/99 10/9/99 10/10/99 10/11/99 10/12/99 10/13/99

S
O

4=
  µ

g/
m

3

Date

Figure 8.4. Comparison of measured and simulated 24-hr average SO
4

= concentrations in Big Bend National
Park, Texas.
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observations.  In general, the 4-km-grid simulation
reproduced the daily fluctuations in SO

4
=

concentrations, although with lesser amplitude than
observed.  A regression between the observed and
4-km-grid simulated data shows a coefficient of
determination (R2) of 0.69.

On October 12, the observed 24-hour average PM
2.5

concentration was 13.5 µg/m3 at BBNP, whereas
9.7 µg/m3 was predicted by the 4-km-grid CMAQ-
MADRID simulation (i.e., 28 percent
underprediction).  A comparison between the
observed and predicted fractional chemical
compositions of PM

2.5
 is shown in Figure 8.5.  The

largest component of PM
2.5

 was SO
4
= for both the

observed (55 percent) and predicted (54 percent) PM.
The other components in the measured data ranked
as follows: the second most abundant component was
NH

4
+, representing 16 percent of the fine PM mass,

the third was the “other” component (15 percent),
including small concentrations of sea salt.  Organic
compounds (12 percent) ranked fourth.  Primary and
secondary organic compounds (OC) ranked second
in the simulated composition and accounted for
20 percent of the simulated PM mass.  The
contribution of SOA exceeded that of primary OC,
with biogenic SOA dominating the simulated SOA
concentrations.  The third most abundant component
in the simulated PM was NH

4
+, (14 percent).  The

“other” PM component constituted about 12 percent
of the predicted PM.  These components ranked
second and third in the observed PM and were slightly
under-represented in the model predictions.  Black
carbon and NO

3
-, which were minor components of

PM
2.5

, were under-represented by the model.

Figure 8.6 presents results from a regional PM
simulation carried out with AURAMS (e.g., Zhang
et al., 2002) over eastern North America for an ozone
and PM episode that occurred during the 1988-90
Eulerian Model Evaluation Field Study (EMEFS).
The EMEFS sites were generally located in rural or
remote areas (e.g., McNaughton and Vet, 1996).
Figure 8.6a shows observed 24-hr ambient SO

4
=

measurements stratified into seven color-coded
concentration ranges while Figure 8.6b shows the
corresponding AURAMS predictions for the 40-km
model grid cells containing the EMEFS stations.  The
highest SO

4
= values are found in the Ohio Valley and

the lowest are found in northern Canada for both the
observations and model, but the model predictions
of SO

4
= are generally too high.  Note that the

AURAMS domain did not extend far enough south
to include the EMEFS sites in Alabama, Florida, and
Mississippi.

In addition to performance evaluation of individual
CTMs against data, it is valuable to conduct
intercomparisons of CTMs.  When conducted with
consistent inputs, such intercomparisons can provide
useful information on the uncertainties associated
with the modeling process alone.  For example, they
can reveal how assumptions made independently by
different model users regarding missing inputs can
affect the model simulation results.  A number of such
comparative studies are currently taking place but
peer-reviewed results are not yet available

Model intercomparisons are particularly useful to test
the reliability of CTMs to predict the response of
secondary pollutants such as ozone and PM to

Figure 8.5. Comparison of measured and simulated chemical compositions of 24-hr average PM
2.5

 in Big
Bend National Park, Texas on 12 October 1999.
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sulfate
55.2%
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Observations

Model

> 24 µg/m3

20 - 24
16 - 20
12 - 26
8 - 12
4 - 8
< 4

> 24 µg/m3

20 - 24
16 - 20
12 - 26
8 - 12
4 - 8
< 4

Figure 8.6.  Comparison of measured (top) and simulated (bottom) 24-hr average PM
2.5

 SO
4

= concentrations
over eastern North America for an EMEFS episode, 1 Aug. 1988.
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changes in precursor emission levels.  For example,
two different CTMs were used to simulate the
response of ozone values and PM to 50 percent
reductions in NO

x
 and VOC emissions for an air-

pollution episode (27-28 August 1987) in the Los
Angeles basin, California (Meng et al., 1997; Pai et
al., 2000).  Both CTMs gave similar results for the
effect of NO

x
- and VOC-emission reductions on

ozone and for the effect of NO
x
-emission reductions

on PM.  However, the two CTMs differed in the
magnitude of the effect of VOC-emission reductions
on PM.  Such model intercomparisons need to be
performed.  In particular, they definitely should be
conducted prior to the application of long-term
models that use simplified chemistry to ensure that
the simplified chemical mechanism behaves similarly
to the well-established comprehensive mechanisms.

CTMs must be satisfactorily evaluated against
ambient data prior to their applications in a policy
context.  To that end, there is an urgent need for
comprehensive field measurement programs as well
as the development of sound modeling protocols to
ensure that those model-performance evaluations
meet appropriate scientific standards.  Work must
also continue to improve model treatments of some
atmospheric processes.

8.7  USE OF CTMS TO
COMPLEMENT MONITORING
NETWORKS

Monitoring networks provide “ground truth,”
that is, ambient measurements of the real

atmosphere of known accuracy, precision, and
representativeness, whereas CTMs can only make
independent estimates of what our best knowledge
and understanding would lead us to expect in the real
atmosphere.  However, one significant difference
between Eulerian CTMs and monitoring networks
is that in a model, values are predicted everywhere
in the domain at each time step for a full range of
species for whichever set of meteorological
conditions and emissions that has been specified.  In
laboratory terms, a CTM can be viewed as a fully
instrumented, fully controllable testbed capable of
performing a wide range of experiments, including
observing system-simulation experiments.  Thus,

measurement networks and CTMs are very much
complementary.

One obvious application of such experiments is to
assist in the design and appraisal of PM monitoring
networks, since the CTM will predict spatial patterns
of PM, including the locations of maximum and
minimum concentrations as well as strong gradients
(see Section 6.10).  Different network designs then
can be tested before (or after) deployment to see how
well the model-predicted spatial patterns are
represented (e.g., Kuo et al., 1985; Trujillo-Ventura
and Ellis, 1991).  The model-predicted spatial patterns
also can help analysts trying to interpolate either
qualitatively or quantitatively between measurement
sites, since the modeled patterns provide insights into
the behavior of the concentration field between sites
and can be used to calculate species-specific spatial
covariance, a quantity required by some interpolation
schemes such as kriging.

CTM-predicted fields also can be used to either
supplement or supplant the use of measurements in
calculating PM mass budgets, that is, domain-scale
totals of the amount of PM mass that enters or leaves
the modeling domain at the lateral boundaries due to
advection and at the bottom boundary due to
emissions and wet/dry deposition (e.g., Kuo et al.,
1984; Wojcik and Chang, 1997).  Mass budgets are
useful to help understand the relative importance of
these processes and to check mass consistency in the
CTM. In addition, CTMs are very useful for planning
intensive field campaigns, including measurements
above the surface, particularly since one of the major
objectives of such campaigns is to collect data for
the evaluation of CTMs (e.g., Sheih et al., 1978; Hidy,
1994).

8.8  USE OF CTMS TO SUPPORT
ESTIMATIONS OF EXPOSURE

While CTMs for PM can predict spatial and
temporal variations in ambient PM mass

concentration, size distribution, and chemical
composition, the PM-related quantity of most interest
to the health-effects community is PM dose, the total
amount of PM that is deposited in an individual’s
pulmonary tract over a specified time period (e.g.,
Mage et al., 1999).  PM dose depends upon
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respiration frequency, inspiration volume, mode of
breathing (nasal vs. oral), and individual airway
characteristics as well as on the PM concentration,
size distribution, and hygroscopicity.  To sidestep the
need for such detailed respiratory information, a
commonly used surrogate for dose is PM exposure,
the time-averaged PM concentration entering an
individual’s breathing zone over a specified time
period.  Personal exposure is difficult to characterize
properly because it depends on people’s movements
through different microenvironments and is a
function of many factors including occupation,
lifestyle, and place of residence.

Besides exposure to ambient outdoor PM
concentrations, most people are exposed to PM in
motor vehicles and in varied indoor
microenvironments such as residences, workplaces,
schools, stores, and restaurants.  Within a given
community, there are typically larger concentration
differences between microenvironments than in the
ambient outdoor atmosphere (e.g., Monn, 2001).
Ambient outdoor PM contributes to indoor PM levels
both by infiltration or penetration of outdoor air and
by the resuspension indoors of settled outdoor PM
due to such activities as walking on carpets, sitting
on stuffed furniture, or vacuuming. Direct indoor PM
sources, such as occupational activities, cooking,
fireplaces, kerosene heaters, and smoking, may also
contribute significantly to indoor PM exposure (Abt
et al., 2000).  PM concentrations inside motor
vehicles depend upon vehicle type and speed, traffic
density, types of other vehicles and their speeds,
roadway type, and meteorological conditions as well
as on background ambient levels.  As a consequence,
indoor PM concentrations are sometimes higher than
outdoor levels and can vary enormously amongst
indoor microenvironments.

This means that in order to quantify personal
exposure, PM concentrations in each type of indoor
microenvironment, including vehicle interiors, must
be known in addition to outdoor PM concentrations,
as must the amount of time a person spends outdoors
and in each microenvironment.  Estimates of indoor
PM concentrations can be obtained through extensive
series of measurements or through the use of indoor
air-quality models.  The latter account quantitatively
for indoor/outdoor air exchange, indoor sources,
transport and mixing, and deposition and

sedimentation, with outdoor PM levels required as a
time-dependent boundary condition (e.g., Nazaroff
and Cass, 1989).  Information about time spent
outdoors and in each indoor microenvironment by
an individual may be obtained from daily activity
diaries.

For epidemiological studies, estimates of individual
exposure must be scaled up to estimates of population
exposure.  This requires the additional availability
of geographically resolved demographic data and
population-specific human activity-pattern data
resolved by subpopulation (e.g., by age, gender and
socio-economic category).  A number of models exist
to estimate population exposure to PM (e.g.,
Seigneur, 1994).  Such exposure models can use as
input either outdoor PM measurements or the PM
concentrations predicted by a CTM.  The simplest
population-exposure models calculate only the
potential population exposure to outdoor PM and thus
only require knowledge of outdoor PM
concentrations and population density.  However,
outdoor PM population exposure is in general only a
lower limit for total PM population exposure.  The
more comprehensive population-exposure models
also treat exposure in indoor environments and, in
some cases, take into account the movement of
population groups within the region of interest.  In
the future, it is conceivable that CTMs for PM will
include a population-exposure module, but it is more
likely that CTMs for PM will continue to be used to
provide outdoor PM concentration fields as one of a
number of inputs required by separate population-
exposure models.  An approach where a CTM and
population-exposure model are run in sequence rather
than in a fully integrated fashion seems appropriate
because one does not expect indoor pollution to have
significant effect on outdoor PM concentrations.

One important issue related to the application of
CTMs to exposure estimation is the horizontal spatial
resolution needed for the predicted outdoor PM
concentration fields, given the significant gradients
in population density that occur within and near major
urban centers.  Ultimately, the resolution required
will depend on the PM component or characteristic
that is eventually identified as causal for human-
health effects, because different PM components have
been observed to vary differently on the urban scale.
For example, PM mass can vary significantly on the


